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How can we make 
AI agents that work 
for all of us?

Talks, posters, 
hackathon, 
seminar!
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Schedule

May 2 May 3
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Thank you to all the organizers!

Frank Xu, Zora Wang, So Yeon Tiffany Min, Xuhui Zhou, Karina Halevy,

Junhong Shen, Hao Zhu, Yiqing Xie, Shuyan Zhou, Maarten Sap, Graham Neubig
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Thank you to our sponsor!

Ardent Venture Partners
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A Whirlwind Tour of Large Language Models



What is the capital of Pennsylvania?

NLP Before Large Language Models (Train/Test)

Harrisburg

Who is the president of the US? Joe Biden

Where is Carnegie Mellon located? Pittsburgh



Q: What is the capital of Pennsylvania?

A:

It’s for real this time. After months of legal drama, bad memes and will-they-or-won’t-they-chaos to put your favorite 
rom-com to shame, Elon Musk has closed his $44 billion acquisition of Twitter. Musk sealed the deal Thursday night, 
taking Twitter private and ousting a handful of top executives — CEO Parag Agrawal included — in the process.

TL;DR:

NLP With Large Language Models (Prompting)

Elon Musk has bought Twitter.

Harrisburg

● Mostly through APIs such as GPT, Claude, Gemini or local models 
like Llama, Mistral, DeepSeek, Qwen



From Zero to ChatGPT
Lots of web text

davinci

Lots of GitHub code
Lots of annotated 
data

Human judgements 
of response quality

Chat-oriented data

code-
davinci-002

text-
davinci-002

text-
davinci-003

gpt-
3.5, gpt-4
(ChatGPT)



Augmenting LLMs with Tools



LMs are powerful for text generation tasks. 
But …

● Complex reasoning?

Struggle

● Access real-world 
information?

Fundamentally 
unable



Tools benefit language models a lot

● ToolFormer



Tool Basics: Definition

An LM-used tool is a function interface to a computer program that runs 
external to the LM, where the LM generates the function calls and input 
arguments in order to use the tool.

Program

External Functional

[1] Shumaker et al. Animal tool behavior: the use and manufacture of tools by animals. JHU Press, 2011.



Tool Basics: Functionality

[1] Russell, Stuart J., and Peter Norvig. Artificial intelligence: a modern approach. Pearson, 2016.

Agents: anything that can be viewed as perceiving its environment through 
sensors and acting upon that environment through actuators[1].

👀  Perception: collect data from the env

🦿  Action: exert actions, change env state

🔢  Computation: general acts of 
computing

Tools



The Basic Tool Use Paradigm

Tool Use: switching between 

● text-generation mode
● tool-execution mode

Tool Learning: 

● inference-time prompting
● learning by training 



Scenarios of LM Tool Using



○ Efficiency
○ Quality of tools
○ Reliability of (unstable) tools
○ Reproducible testing
○ Safe usage

How to evaluate tool use?

● Repurposed existing datasets (reasoning)
○ Text: math, BigBench
○ Structured data: table, KG
○ Other modalities: image

● Aggregated API benchmarks
○ Tasks that necessitate tools
○ Issues ☹

■ Naturalness
■ Executability 

● Evaluation metrics
○ Task completion
○ Tool selection
○ Tool reusability

● What’s missing?
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From Tool Use to Agents
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What are agents?
Anything that can be viewed as perceiving its environment 
through sensors and acting upon that environment through 
actuators.

Tools

Tools

Tools

Tools

LLMs

Data
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How to get started in LLM Agents

● Tasks and Applications

● Methods for Building Agents
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Tasks and Applications For LLM Agents
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Why do we want agents?

Imagine if things get done by just talking...
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How Do People Interact with Computers?

● What about using natural language?

● Save time, natural, accessible, no need 
to browse, no programming learning 
curve, etc. 23
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Tool Integrations into Chatbots
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Embodied and Robots

Alfred and AlfWorld

You are in the middle of a room. Looking quickly 
around you, you see a safe 1, a shelf 4, … a 
garbage can 1. 

Your task is to: examine an alarm clock 

> go to desk 1

You arrive at loc 8. On the desk 1, you see a pen 1, 
a bowl 1, a alarm clock 2 …

> take alarmclock 2 from desk 1

You pick up the alarm clock 2 from the desk 1.
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Embodied and Robots

SayCan, Google et al. 22’
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Games

MineDojo, Fan et.al 22’
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Games

SIMA, DeepMind SIMA Team 24’
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Software Development

SWE-Agent, Princeton 
NLP 24’
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Software Development
Check out 
OpenDevin in 
Hackathon!
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UI Automation



● Many productive tasks we perform 
today are done on the computer
○ And many of these are on the web

● Many opportunities to automate 
menial tasks

● Augment human capabilities

Why Web Agents?

32
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Methods for Building Agents
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How to let LLM become an agent

● Observation
○ Text input

○ Visual Input

○ Audio Input

○ Structured Input

● Need for Multimodal LLMs
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How to let LLM become an agent

● Planning and reasoning ability
Chain-of-thoughts (CoT)
"Let's think step by step …."

CoT (Wei et al. 22')

Ask LLM:
What should I do next? Let’s think step by step:

First I need to find a pepper shaker … more likely to appear in cabinets (1-6), 
countertops (1-3) … 

After I find pepper shaker 1, next I need to put it on drawer 1 …..
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How to let LLM become an agent
● Tool-use ability

○ Generate action calls
○ Execute the actions in environment
○ Put new observation back as new input

Toolformer (Schick et al. 23’)
ReAct (Yao et al. 23’)

Ask LLM:
What should I do next? Let’s think step by step:
First I need to find a pepper shaker … more likely to appear in 
cabinets (1-6), countertops (1-3) … 
Action: GOTO Cabinet 1
Observation: On cabinet 1, there is a vase 2
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How to let LLM become an agent
● Generate code to perform the task

Reasoning + planning + action unified
PAL (Gao et al. 23')
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Learning of LLM Agents

● Supervised Finetuning – Learning From Experts

● Reinforcement Learning – Learning from Environment
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Supervised Finetuning

● Collect large amount of expert trajectories (e.g. from human 
demonstration)

task_intent, [(obs_1, action_1), …,(obs_N, action_N)] 

● Finetune the LLM 
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Supervised Finetuning

SIMA, DeepMind SIMA Team 24’
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Supervised Finetuning

● Data hungry

● Need human trajectory?
○ Data augmentation techniques
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Create More Training Data
● Continue pretraining on large amount of data automatically mined
● Even noisy, provide domain adaptation.

MineDojo, Fan et al. 22’
Don’t Stop Pretraining, Gururangan et al., 20’
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Reinforcement Learning

Recall RLHF: Reinforcement Learning from Human Feedback:

RLHF, Ouyang, et al. 22’ 
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Reinforcement Learning
Compared to RLHF:
Given environment, reward function
(trajectory, reward) pairs without human

Trial and Error (Song et al. 24')

Real Environment w/ 
reward function:

e.g. task completed 
successfully, game 

score

Reward function
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Reinforcement Learning

● Need good reward functions
o e.g. hand-crafted test cases
o Pre-designed game objectives and quests

● What if the task success/fail is not easy to assess?
o e.g., how to judge a trajectory for an new intent?
o Train a reward model (Join the poster session for more!)
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Reinforcement Learning

●Closed loop, interactive environment
●Need good reward functions

o What if the task success/fail is not easy to automatically assess?

●Need good initial policy
o Has decent basic knowledge ability, sparse rewards

●Scalability
o The environment takes 10 seconds to env.step()
o The reward function takes 100 seconds to get a scalar reward
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Some work at CMU

Stay till the Poster Session/Hackathon for more!



WebArena

4
8

• Open source, production-ready
implementation of the websites

• Data copied from real-world counterparts

• Execution based 

A sandbox Internet

Tool Sites

Web applications from four 
popular domains

Rich and realistic content

Interactive

Easily extendable

Reproducible

Diverse functionality



WebArena Task Demo

4
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https://docs.google.com/file/d/1RCmhPyyGRJn__6mBLy2JIDckwcq96gg3/preview


OpenDevin

https://github.com/OpenDevin/OpenDevin

https://github.com/OpenDevin/OpenDevin
http://www.youtube.com/watch?v=bZICTlCir28
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Sotopia
An open-ended social interaction environment 
for LLMs that natively supports holistic 
evaluation.



52

Sotopia
An open-ended social interaction environment 
for LLMs that natively supports holistic 
evaluation.



53

Sotopia
An open-ended social interaction environment 
for LLMs that natively supports holistic 
evaluation.
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Sotopia
An open-ended social interaction environment 
for LLMs that natively supports holistic 
evaluation.
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Sotopia
An open-ended social interaction environment 
for LLMs that natively supports holistic 
evaluation.

Supports 
Customization

Centers 
goal-driven 

behavior

Enables 
human-AI 
interaction



Thank You!

Network: CMU-GUEST
WIFI: XUN9LB7W



A realistic environment for web agents

WebArena

Shuyan Zhou*, Frank F. Xu*, Hao Zhu, Xuhui Zhou, Robert Lo, Abishek Sridhar, Xianyi 
Cheng, Tianyue Ou, Yonatan Bisk, Daniel Fried, Uri Alon, Graham Neubig (ICLR 2024)



Example Task in WebArena
”

Search for each art 
museum on the Map

webarena.openstreetmap.com

Record the optimized 
results to the repo

webarena.gitlab.com

…

“Create a plan to visit Pittsburgh's art museums with minimal driving distance starting from 
Schenley Park. Log the order in my “awesome-northeast-us-travel” repository

Search for museums 
in Pittsburgh

webarena.wikipedia.com

58



Outcome/Execution-based Evaluation
Goal: directly validate the correctness of the execution

5
9



Observation & Action Space

Screenshot Text Accessibility tree

Keyboard

e.g., type

Mouse

e.g., click

Browser-specific

e.g., new tab

Universal 
Action 
Space



WebArena is Challenging
(~2mins/task) • Chain-of-thought prompting 

provides limited benefits.

• GPT-4 remains significantly behind 
human performance.

• Prompt engineering underscores 
LLMs' sensitivity to subtle instruction 
changes that typically don't affect 
humans.

Latest: BrowserGym 25%
More prompt engineering
More observation/action interface engineering



“Trivial” Errors

Assign this issue 
to myself



SOTOPIA
Interactive Evaluation for Social Intelligence in 
Language Agents

Xuhui Zhou*, Hao Zhu*, Leena Mathur, Ruohong Zhang, Haofei Yu, 
Zhengyang Qi, Louis-Philippe Morency, Yonatan Bisk, Daniel Fried, 
Graham Neubig, Maarten Sap

Language Technologies Institute@ CMU

*co-first authors
Highway to the purple future

Credit: Xuhui and Dalle3


